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BBEJTEHUE B CNEIHUATBHOCTh
TEXT1

1. Vocabulary:

to deal (with) — uMers fie0 (C KeM-%., uém-r,)

to elaborate (to work out) programs — paspabarkIsats. nporpaMMBbL
PR

4
1p ign — ABTOMAT TIPOEKT!
ided

ing - BO

to meet up-to-date demands (requirements) — oTBeqats coxpemeﬂﬂmm Tpe-
BoBasxM

software — nporpammuoe obecrevenne

hardware — annapatras yacts

to offer solutions — npeanarars pemerus

to solve problems — pears mpoGremer

to defend from viruses — saumnaTs 0T BHpYCOB

2. Read and translate the text.

COMPUTER SCIENCE

Computer science is a part of an applied mathematics. Specialists in com-
puter science say that this field of knowledge is very mlerestmg because it deals
with ided-design (CAD) and comp ing (CAM).

Computers are mtended to improve the productivity of labour of scientists,
designers, engineers, managers, and other specialists, because computers offer
quick and optimal solutions. One of the main goals of using CAD/CAM is to
shorten the time between designing and manufacturing.

Moreover, computers came in our life and to our houses and now we can
solve our everyday problems with their help.

Computers can be divided into simple and complex devices. Simple com-
puters such as calculators can perform addition, subtraction, multiplication and
division. As far as complex computers are concerned they can do different logi-
cal operations and some of them even have artificial intelligence.

Thus in order to elaborate up-to-date and inexpensive programs as well as
to defend them from viruses, it is important to know some programming lan-
guages.




There are low-level programmmg languages such a a machine language
and an assembly 1 and high-1 , for instance,
FORTRAN, PASCAL, ADA, C, BASIC, etc.

3. Questions:

1. What do specialists in computer science deal with?
2.What are the computers used for?

3. What operations can simple devices perform?

4.What operations do complex computers perform?
S.What are CAD/CAM systems intended to do?

6.What high-level programming languages do you know?

4. What is the main idea of the text?

TEXT 2

L Vocabulary:

mainframe — (YHHBepCaNBHAA) BLIYHCTUTENEHAS MaluiHA
ta execute — MCHONHATE (KOMaHY)

to obtain — noLyIuTs, AOGUTHCS

set of instructions — HaGop HHCTPYKIMH

hard disk — sxectimit Iuck

floppy disk — ruGkmii arex

to inpwt data — BBOAMTH KaHHEIE

to output data — 01Ty 4aTh JAHHLIE HA BLIXOAS

Random access memory ~ naMaTh ¢ IPOH3BONbHOIN BBIGOPKOH
Read Only memory ~ noctosHHas naMars

Program storage — maMaTh AN XpaHeHus porpaMs
printed board — meuatHan nara

2. Read and translate the text.

SOME WORDS ABOUT COMPUTER
Computer can perform many functions: they can do mathematical and logi-
ca) operations, hy ical operations including arithmetic and algebraic op-
erations, such as addition, subtraction, multiplication and division, raising to a
power, differentiating and integrating. Logical operations include comparing,
selecting, sorting and matching.
Computers are divided into four main classes: microcomputers, minicom-
puters, mamframes and supercomputers.
icomputer is a p f d on a single printed board
which contains one or more chips. Most microcomputers are personal com-
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puters. At present personal computers have become so powerful that they are
used as CAD/CAM systems.

A microprocessor is a very small device used in microcomputers, which
deals with memories by reading and writing process. Microprocessors can
obtain from memory and execute a limited set of instructions in order to perform
addition or subtraction on a binary word, and to input or output binary data.

Memeory is a device for storing digital information. Memory should be
small in size and large in capacity. It should take little power and work at the
same speed as computer logic. There are many types of memories. All micro-
computers use Random Access Memory (RAM) and Read Only Memory
(ROM).

RAM is called so because information can be put into or out of any single
byte of memory. ROM is permanent memory for program storage.

People know many types of memory units, hard disks and floppy disks be-
ing widely used. Floppy disks (flexible plastic disks) are used in personal com-
puters.

3. Questions:

‘What functions can cemputer perform?

Are there four main classes of coruputers?
What is a minicomputer?

What can you say about microprocessor?

What types of memory do you know?

What is the difference between RAM & ROM?
‘What are memory units?

N RN

IS

. Reproduce the main points of the text.

TEXT 3

1. Vocabulary:

high-level language — A3bIK BRICOKOTO YPOBEA

brief description - KpaTkoe oIMCaHHe

to consist (of) — coctoars (us vezo-n.)

P 1 — SI3BIKH [(POTP

for commercial purposes — B KOMMEPHECKHX LOILTX
lgebraic formulae — anre6p: Kue (GOpMYIBI

general-purpose language — A351x 06IIero HA3HAICHHS

application program ~ MpRKIAfEasL pOrpaMMa

simple language — IpocTON s3kIK

to result (in) — IPHBOANTE (X KaKoMy-2. pesyremamy)




2. Read and translate the text.

PROGRAMMING LANGUAGES

Computers can deal with different kinds of problems but they must be
given the right instructions. Instructions are written in one of the high-level lan-
guages, for example, FORTRAN, COBOL, ALGOL, PASCAL, BASIC, or C.
But a program written in one of these languages should be interpreted into ma-
chine code. Usually when one instruction written in a high-level language is
transformed into machine code, it results in several instructions. A brief descrip-
tion of some high-level languages are given below.

FORTRAN is acronym forFORmula TRANslation. This language is used
for solving scientific and mathematical problems. It consists of algebraic formu-
lae and English phrases.

COBOL is acronym for COmmon Business-Oriented Languages. This lan-
guage is used for commercial purposes. COBOL deals with the problems that do
not involve a lot of mathematical calculations.

ALGOL is acronym for ALGOrithmic Language. It is used for mathemati-
cal and scientific purposes.

BASIC is acronym for Beginner's All-purpose Symbolic Instruction Code.
Tt is used by students who require a simple language to begin programming.

C is developed to support the UNIX operating system. C is a general-
purpose language.

‘When a program is designed to do a specific type of work it is called an
application program.

3. Questions:

1. What different kinds of problems can computers deal with?

2. What high-level languages do you know?

3. What language is used for solving scientific a mathematical problems?
4, What is an acronym for algorithmic language?

5. What is an application program?

4. What is the main idea of the text?



OcHoBHAA HacTh
TEXT 4

1. Vocabulary:

intricate — CIOXHBIH, 3amyTasHbIR

electronic circuit — s1eKTpoHHas 1eMb, CXeMa

to operate switches — npuBOAKTS B ACHCTBHE IIEPEKTIOHATEH
10 store numbers — 3aMOMEHATL YHUCIA

to manipulate — ynpasasTs; o6pamarscs; npeofpasoBrBaTh
to input / to feed in — BBOANTSL (MHbOPMALKIO)

to turn on = to switch on — BxmrouaTs

to turn off - to switch off — BuikmOvaTE

to process data — o6paGarrBaTh JaHH=IE

to supply — mozaBats, BROAUTE, CHafkaTs, o0ecTieTnBaTL
addition — cioxenme

subtraction — BrruMTARHE

division — nenenne

multiplication — yMHoOxeune

exponentiation — Bo3BeAeHUE B CTENEHb

user — HONB30BATENE

input device — ycTpo#icTBO BBOZIA

disk drive — yeTpolk

tape drive — 3anoMHHaonlee YCTpOHCTBO Ha MarHUTHOR JleHTe
to make decisions — APHHUMATE pEUIEHAS

instantaneously — MIHOBEHHO, HEMEUEHHO

2. Read and translate the text.

WHAT IS A COMPUTER?

A computer is a machine with an intricate network of electronic circuits
that operate switches or magnetize tiny metal cores. The switches, like the cores,
are capable of being in one or two possible states, that is, on or off; magnetized
or demagnetized. The machine is capable of storing and manipulating numbers,
letters, and characters (symbols).

The basic idea of a computer is that we can make the machine do what we
want by inputting signals that tum certain switches on and turn others off, or
magnetize or do not magnetize the cores.

The basic job of computers is processing of information. For this reason
computers can be defined as devices which accept information in the form of in-
structions, called a program, and characters, called data, perform mathematical
and / or logical operations on the information, and then supply results of these
operations. The program, or part of it, which tells the computers what to do and

7



the data, which provide the information needed to solve the problem, are kept
inside the computer in a place called memory.

1t is considered that computers have many remarkable powers. However
most computers, whether large or small, have three basic capabilities.

First, computers have circuits for perfarmmg armu'nenc operatwns, such
as: addition, sub ion, division, m i and

Second, computers have a meaus of communicating with the user. After all, if
we couldn't feed information in and get results back, these machines wouldn't be of
much use. Some of the most common methods of inputting information are to use
terminals, diskettes, disks and magpetic tapes. The computer's input device (a disk
drive or tape drive) reads the i ion into the puter. For outputting infor-
mation two common devices used are: a printer, printing the new information on
paper, and a cathode-ray-tube display, which shows the results on a TV-like screen.

Third, computers have circuits which can make decisions. The kinds of deci-
sions which computer circuits can make are not of the type: "Who would win the
war .between two countries?” or "Who is the richest person in the world?” Unfor-
tunately, the computer can only decide three things, namely: Is one number less
than another? Are two numbers equal? and, Is one number greater than another?

A computer can solve a series of problems and make thousands of logical
decisions without becoming tired. It can find the solution to a problem in a frac-
tion of the time it takes a human being to do the job.

A computer can replace people in dull, routine tasks, but it works according
to the instructions given to it. There are times when a computer seems to operate
like a mechanical 'brain', but its achievements are limited by the minds of human
beings. A computer cannot do anything unless a person tells it what to do and
gives it the necessary information; but because electric pulses can move at the
speed of light, a computer can carry out great numbers of arithmetic-logical op-
erations almost instantaneously. A person can do the same, but in many cases
that person would be dead long before the job was finished.

3. Questions:

1. What is a computer?

2. What are the two possible states of the switches?

3. What are the main functions of a computer?

4. In what way can we make the computer do what we want?
5. What is the basic task of a computer?

6. In what form does a computer accept information?

7. What is a program?

8. What are data?

9. What is memory?

10. What three basic capabilities have computers?

11. What are the ways of inputting information into the computer?
12, What is the function of an input device?

8



13. What devices are used for outputting information?
14. What decisions can the computer make?
15. What are the computer's achievements limited by?

4. Give a brief summary of the text.
TEXT 5

1. Vocabulary:
lculating device — TeEHOE YCTPOHCTRO
multiple — KpaTHBIR
abacus — cueTEr
slide rule — norapudmudecKas mHHelHKa
logarithm table — aorapudmmdeckas Tabauna
calculus — HeunCReHe; MATEMATHICCKHH aHAH3
general-purpose — 0GIIEro Ha3HATEHMS, YHUBEPCATbHBILHE
to cut out the human being altogether — NOTHOCTEIO UCKITFOIATE FENOBEKA
to manipulate — 06paGaTrBath, NpeoBpasoBEIBATE; YIIPaBIITH
data processing ~ o6paboTka sanHbIX (HHbOpMAUKK)
to tabulate the census — 3aHecTy JaHHBIE [0 TIepemCH (HACETEHHA) B TabImILy
means of coding — cpeactBa KoAMpPoBarus (IHPPORKH)
to punch the holes — npo6ueaTe oTBEpCTHR
punched card — nepgoxapra
to perform — BEITIOHAT, IPOM3BOMMATE (AEHCTBHE); OCYIIECTBIAT:
unit of data — enmHuIa HHGOpMaIIH
keyboard terminals — Tep 1 (BBIBOX) € K gs
proliferation —p GrICTpOE Y

2. Read and translate the text,

THE FIRST CALCULATING DEVICES

Let us take a look at the history of computers that we know today. The very
first calculating device used was the ten fingers of 2 man's hands. This, in fact, is
why today we still count in tens and multiples of tens.

Then the abacus was invented. Peopie went on using some form of abacus
well into the 16" century, and it is still being used in some parts of the world be-
cause it can be understood without knowing how to read.

Duting the 17* and 18™ centuries many people tried to find easy ways of
calculating. J.Napier, a Scotsman, invented a mechanical way of multiplying and
dividing, which is now the modern slide rule works. Henry Briggs used Napier's
ideas to produce logarithm tables which all mathematicians use today.

Calculus, another branch of mathematics, was independently invented by
both Sir [saak Newton, an Englishman, and Leibnitz, a German mathematician.



The first real calculating machine appeared in 1820 as the result of several peo-
ple's experiments.

In 1830 Charles Babbage, a gifted English mathematician, proposed to build a
general-purpose problem-solving machine that he called "the analytical engine".
This machine, which Babbage showed at the Paris Exhibition in 1855, was an at-
tempt to cut out the human being altogether, except for providing the machine with
the necessary facts about the problem to be solved. He never finished this work, but
many of his ideas were the basis for building today's computers.

By the early part of the twentieth century electromechanical machines had
been developed and were used for business data processing. Dr. Herman Hol-
lerith, a young statistician from the US Census Bureau successfully tabulated the
1890 census. Hollerith invented a means of coding the data by punching holes
into cards. He built one machine to punch the holes and others to tabulate the
collected data. Later Hollerith left the Census Bureau and established his own
tabulating machine company. Through a series of merges the company eventu-
ally became the IBM Corporation.

Until the middle of the twentieth century machines designed to manipulate
punched card data were widely used for business data processing. These early

1 data p were called unit record machines because
each punched card conta.med a umt of data.
In the mid—1940s el p were developed to perform calcu-

lations for military and scientific purposes. By the end of the 1960s commercial
models of these computers were widely used for both scientific computation and
business data processing. Initially these computers accepted their input data
from punched cards. By the late 1970s punched cards had been almost univer-
sally replaced by keyboard terminals. Since that time advances in science have
led to the proliferation of computers throughout our society, and the past is but
the prologue that gives us a glimpse of the future.

3. Questions:

1. What was the very first calculating device?

2. What is the abacus?

3. What is the modern slide rule?

4. Who gave the ideas for producing logarithm tables?

5. How did Newton and Leibnitz contribute to the problem of calculation?
6. When did the first calculating machine appear?

7. What was the main idea of Ch.Babbage’s machine?

8. How did electromechanical machines appear and what were they used for?
9. What means of coding the data did Hollerith devise?

10. How were those electromechanical machines called and why?

11. What kind of computers appeared later?

12. What new had the computers of 1970s?

4. Sum up the contents of the text.
10



TEXT 6

1. Vocabulary:

to manage — YIIpaBILITh; OPraHM30BHIRATE; CIPABNATECA

to obtain — monyvars; nocTurars; KoGUBATHCT

(0 CAUSE — 3aCTARINTE; BHIKYK/ATE; BEISBIBATE; GLITS PUHHOM; MPHH-
Ha, OCHOBaHNe

flow — notok; xoa (BEMONHeHMS TPOTPAMMBI); 1I0CIEA0BATENBHOCTR

counter — cYeTYHK

register — perucTp; YCTPOHCTBO PETHCTPALNN; CHETHK; KATHHK

instruction register — pernctp xomany

storage register— perscrp namsTy; 34ATIOMMHAROIIHH PErueTp

address register — anpechstii perucp

temporarily — BpemenHO

decoder — nemuparop

operand address ~— aapec (xpasenns) oneparaa

mark — OTMeTKa; MapKep; 3HAK; [I0MeHaTh; 0G0IRAYATE; BLAEASTS

timing mark — oTMetxa Bpemenu

to accumulate ~— HaxalBATH(0K); CYMMUPOBAT; coGMpATS(CH)

accumulator — cyMMaTOp; HAKAIHBAOMKI PETHCTP; YCTPOHCTBO CyMMH-
poBaHus

0 compare — CPaBHHBATH; COOTHOCHTHCS

— 'Op; YCIpoicTBO

content — 3 CMBICT, 00BeM; 'BO

to involve — BKIIIOYATH; COREPXATE; 3AKTOYAT: (B cebe)

COTe ~— CYTh; OCHOBHAA YaCTh; A1PO; ONEPATHBHAS NAMATE

to add — cx. Th; POBATH; If Th; IIp Th

added — n06aBoqHEI; NOMOAHUTE NBHBII

adder — cymMaTop; 610K CyMMEPOBAHUS

at least — 110 Kpaiineii Mepe

2. Read and translate the text.

THE CPU MAIN COMPONENTS
As it is known the two functional units of the CPU are the control unit
(CU) and the arithmetic-logical unit (ALU). The control unit manages and coor-
dinates the entire computer system. It obtains instructions from the program
stored in main memory, interprets the instructions, and issues signals that cause
other units of the system to execute them.
The control unit operates by reading one instruction at a time from memory
and taking the action called for by each instruction. In this way it controls the
flow between the main storage and the arithmetic-logical unit.
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The control unit has the following components: a counter that selects the
instructions, one at a time, from memory; a register that temporarily holds the
instructions read from memory while it is being executed; a decoder that takes
the coded instruction and breaks it down into individual commands necessary to
carry it out; @ clock, which produces marks at regular intervals. These timing
marks ere electronic and very rapid.

The sequenee of control unit operations is as follows, The next instruction
to be executed is read out from primary storage into the storage.register. The in-
struction is passed from the storage register to the instruction register. Then the
operation part of the instruction is decoded so that the proper arithmetic or logi-
cal operation can be performed. The address of the operand is sent from the in-
struction register to the address register. At last the instruction counter register
provides the address register with the address of the next instruction to be exe-
cuted.

The arithmetic-logical unit (ALU) executes the processing operations called
for by the instructions brought from main memory by the control unit, Binary
arithmetic, the logical operations and some special functions are performed by
the arithmetical-fogical unit.

Data enter the ALU and return to main storage through the storage register.
The accumulator serving as a register holds the results of processing operations.
The results of arithmetic operations are returned to the accumulator for transfer
to main storage through the storage register. The comparer performs logical
comparisons of the contents of the storage register and the accumulator. Typi-
cally, the comparer tests for conditions such as "less than”, "equal to", or
“greater than".

So as you see the primary components of the arithmetic-logical unit are
banks of bistable devices, which are called registers. Their purpose is to hold the
numbers involved in the calculation and hold the results temporarily until they
can be transferred to memory. At the core of the ALU is a very high- speed bi-
nary adder, which is used to carry out at least the four basic arithmetic functions
(addition, subtraction, multiplication and division). The logical unit consists of
electronic circuitry which compares information and makes decisions based
upon the results of the comparison.

3. Questions:

1. What are the functional units of CPU?

2. What is the function of CU?

3. How does CU operate?

4, What is the function of a counter?

5. What role does a decoder play?

6. What is the sequence of CU operations?

7. What is the function of the arithmetic-logical unit?
8. What operations are performed by ALU?
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9. What primary components does ALU consist of?
10. What is the function of an accumulator / comparer?

4. Give a brief summary of the text.

TEXT 7

1. Vocabulary:
central p ing unit (CPU) — ment i mp p (LT
i )} bly — ofpazom

precisely — To4no

intemal memory — BHyTPeBHSA DaMsTh; BEYTpeHHee 3V

activity — mesTenbHOCTE; paGoTa; AeHCTBHS ONepatHy

to issue ~— IOCHITATE (CATHAN); BHIBOAUTH, BELAABATE (COOGIIEHRE)

response — OTBET; OTKIIHK; PEaKIA; OTBEHATE; PearupoBats

to interprete — HMHTEPHPETHPORATH; HCTONKOBEIBATE;

according to — COIMIACHO; B COOTBETCTBHH ¢

level — ypoBess; CTeleHb; Mepa; BHPABHABATE

input-output port — IOPT RBOZA-BEHIBOLA

control unit (CU) — yerpotictso ynparnerns

arithmetic-logical unit (ALU) — apu$pMeTHKO-NOTHYECKOe YOTPOHCTBO

sWitch — mepeKTouaTenk; KOMMYTATOD; MepPEKIOYaTh; IEPEXOIMTD

to direct — HanpaBnsTh; aap B h; TTPSMOI; P
BEHHBLH

step-by-step operations — HOMAaroBsIe omeparus

10 select — BBIGHPaTSH; BEILENATE (Ha SKpaHe)

on the other hand — ¢ spyro#i cTopoHH

exponentiation — Bo3BeieHHE B CTEMeHb

to call for — TpeGoBars; IpenycMarpHBaTh

to load — 3arpy»xare; BEIZONHATE 2arPy3Ky

2. Read and translate the text.

CENTRAL PROCESSING UNIT

It is well known in computer science that the words ‘computer’ and 'proces-
sor' are used interchangeably. Speaking more precisely, ‘computer’ refers to the
central processing unit (CPU) together with an internal memary. The internal
memory, contro} and processing components make up the heart of the computer
system. Manufactures design the CPU to control and carry out basic instructions
for their particular computer.

The CPU coordinates all the activities of the various components of the
computer. It determines which operations should be carried out and in what or-

13



der. The CPU controls the operation of the entire system by issueing commands
to other parts of the system and by acting on responses. When required it reads
information from the memory, interprets instructions, performs operations on
the data according to the instructions, writes the results back info the memory
and moves information between memory levels or through the input-output
ports,

In digital computers the CPU can be divided into two functional units
called the control unit (CU) and the arithmetic-logical unit (ALU). These two
units are made up of electronic circuits with millions of switches that can be in
one of two states, either on or off.

The function of the CU within the central processor is to transmit coordi-
nating control signals and commands. The control unit is that part of the com-
puter that directs the sequence of step-by-step operations of the system, selects
instructions and data from memory, interprets the program instructions, and con-
trols the flow between main storage and the arithmetic-logical unit.

The ALU, on the other hand, is that part of the computer in which the ac-
tual arithmetic operations, namely, addition, subtraction, multiplication, division
and exponentiation, called for in the instructions are performed.

Programs and the data on which the CU and the ALU operate, must be in
internal memory in order to be processed. Thus, if located in secondary memory
devices, such as disks or tapes, programs and data are first loaded into internat
memory.

3. Questions:

1. What words in computer science are used interchangeably and why?
2. What components make up the heart of the computer system.

3. What is the function of the CPU?

4. In what way does the CPU control the operation of the whole system?
5. Name the sequence of operations the CPU performs (use five verbs).
6. What are the CPU functional units made of?

7. What is the function of the CU?

§. What operations are performed in the ALU?

9. Where are data processed?

10. Where are data to be processed loaded into?

4. What is the main idea of the text?



TEXT 8

L. Vocabulary:
data processing — o6paBoTka rEdopMaIH (RamHEX)
10 convert — mpeo6p Tb; Iep Tb (B Ap. )
to accomplish — 3asepmats, 3akawMBaTE; OCYMECTBIATS, BHIIONHATE
to house — noMeinate, pasmemats
10 iMprove — yJTyiIaTs, COBEPIIEHCTEORATE
to control — ynpasists, PeryJHpOBaTh; yIpaBleHHE, PeryIuposanne
to store — XpaHHTE, B, 38HOCHTS (p T5) B IaMATH
storage — 3aMoMHHEAONIEe YCTPOHCTBO, [IAMSTH; XpAaHeHHe
TesOUICe — Pecype; CPEACTBO; BOIMOXKHOCT:
facility — yerpolictso; cpenctso
facilities — npucrocobnennus; BosmMoxBOCTH
1 -~ oGop; anmaparypa; ycrpolicTea

available — moCTyNHBA; HMelomMHCA (B HAMITIAR); BOIMOXKHBIH
display — aucnned; yetpolicTso (BU3yanbHOro) oToGpakeRus; Nokas
manner — croco6, o6pas (HeficTsuil)

T — b, TTOPSZOK ( }
successively — nocnezioBatessHo
data storage hi hy — ( ")

uHpOpMAalUK (TAHHEIX)
10 enter — BXOANTH; BBOOUTH ()Jaﬂﬂue); 3aHOCUTD, 3AMACKHIBATH
comprehensive groupings -— nonHkle, OGMIEPHEIE, YAHBEpCaTbHEIE 06pa-
30BaHNA

A

— H cMEICT; # (0 naHAEIX)

item — 3JIeMEHT; COCTABHAR 4acTh

record -— 3alIHCh, PErHCTPALIIA; 3AMUCHIBATE, PETHCTPUPOBATD

file — aitn; 3anocuTs (XpaHuTs) B dain

set — HaBop; MHOXKECTBO; COBOKYIHOCTh; CRPHA; FPYINa; CUCTEMA
data base — Ga3a JaHHBIX

related — i #; oT fics (K 1.1}

2. Read and translate the text.

DATA PROCESSING AND DATA PROCESSING SYSTEMS

The necessary data are processed by a computer to become useful informa-
tion. In fact this is the definition of data processing. Data are a collection of
facts — unorganized but able to be organized inte useful information. Process-
ing is a series of actions or operations that convert inputs into outputs. When we
speak of data processing, the input is data, and the output is useful information.
So, we can define data processing as a series of actions or operations that con-
verts data into useful information.
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‘We use the term data processing system to include the resources that are
used to accomplish the processing of data. There are four types of resources:
people, materials, facilities, and equipment. People provide input to computers,
operate them, and use their output. Materials, such as boxes of paper and printer
ribbons, are conswmed in great quantity. Facilities are required to house the
computer equipment, people and materials.

The need for converting facts into useful information is not a phenomenon
of modern life. Throughout history, and even prehistory, people have found it
necessary to sort data into forms that were easter to understand, For example,
the ancient Egyptians recorded the ebb and flow of the Nile River and used this
information to predict yearly crop yields. Today computers convert data about
land and water into recommendatmns to farmers on ¢rop planting. Mechanical
aids to putation were developed and impi upon in Europe, Asia, and
America t hout the h, eigh h, and th centuries. Mod-
em computers are marvels of an electronics technology that continues to pro-
duce smaller, cheaper, and more powerful components.

Basic data processing operations

Five basic operations are ch istic of all data p ing systems: in-
putting, storing, processing, outputting, and controlling, They are defined as fol-
lows.

Inputting is the process of entering data, which are collected facts, into a
data processing system. Storing is saving data or information ‘so that they are
available for initial or for additional processing. Processing represents perform-
ing arithmetic or logical operations on data in order to convert them into useful
information. Quiputring is the process of pmducmg useful information, such as a
printed report or visual display.

Controlling is directing the manner and sequence in which all of the above
operations are performed.

Data storage hierarchy

It is known that data, once entered, are organized and stored in successively
more comprehensive groupings. Generally, these groupings are called a data
storage hierarchy. The general groupings of any data storage hierarchy are as
follows.

1) Characters, which are all written language symbols: letters, numbers,
and special symbols. 2) Data elements, which are meaningful collections of re-
lated characters. Data elements are also called data items or fields. 3) Records,
which are collections of related data elements. 4) Files, which are collections of
related records. A set of related files is called a data base or a data bank.

3. Questions:
1. What is processing?
2. What is data processing?



3. What does the term of data processing system mean?

4. What basic operations does a data processing system include?

5. What is inputting / storing / outputting information?

6. What do you understand by resources?

7. How did ancient Egyptians convert facts into useful information?
8. When were mechanical aids for computation d P

9. What does data storage hierarchy mean?

10. What are the general groupings of any data storage hierarchy?

4. Sum up the contents of the text.

TEXT 9

1. Vocabulary:

manual — pyTHOH, BBITONHAEMbL! BPYIHYIO

to take ad ge of smth — Thes 6

capability — cmocoGHOCTh; BOIMOXHOCTB; XapaKTEPUCTHKA
accuracy — TOYROCTE; NPABHILHOCTE; YETKOCTE (H306paKe )
correctly — npaBAIEHO; BePHO

to eliminate — ycTpaHfATs; yAaNi1h; OTMEHATS; MKBHANPOBATE
to-make erTors — MOIMYCKaTh OMUGKH (MOTPEIMHOCTH)

error-p —

to remain vulnerable — ocTaBaThCs yA3BUMBIM, JYBCTRUTETEHBIM
invalid data — HeBepHBIe, HenpaBHILHBIE, HETONYCTHMEIE JAHHEIE
communications networks — cet TIEpeAayH JAHHBIX; CETH CBA3H
travel — nepemMemenne; IPOXOKAEHHE; MyTh; XOA

instant response — MIHOBEHHBIH OTBET (PEAKIIHA)

to respond — OTBEYaTE; PeArHPOBATE

access — JOCTYN; obpaurenne; 06panIaThes, IMeTh JOCTYTE
capacity of storage — 06beM {(€MKOCTB) NaMATH

to retrieve — H3BNEKaTh, BHIOUPATS (HaHHbIE); BocCTaHaBIHMBATE (hain)
value — 3Ha4YeHHE; BEMYMHE; 3HAYUMOCTh; USHHOCTE; OIt¢HKA; OlIeHNBATh
objective — nens; TpeGOBax-me nenepas HyHKIES

cost-effective — V4

chaltenge — Tpyanocts; rxpennrcmue TPEICTARIATE TPYAHOCTR

2. Read and translate the text.
ADVANTAGES OF COMPUTER DATA PROCESSING

Computer-oriented data processing systems or just computer data process-
ing systems are not designed to imitate manual systems. They shoutd combine
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the capabilities of both humans and computers. Computer data processing sys-
tems can be designed to take advantage of four capabilities of computers.

1. Accuracy. Once data have been entered correctly into the computer com-
ponent of a data processing system, the need for further manipulation by humans
is eliminated, and the possibility of error is reduced. Computers, when properly
programmed, are also unlikely to make computational errors. Of course, com-
puter systems remain vulnerable to the entry by humans of invalid data.

2. Ease of communications. Data, once entered, can be transmitted wher-
ever needed by communications networks. These may be either earth or satel-
lite-based systems. A travel reservations system is an example of a data commu-
nications network. Reservation clerks throughout the world may make an en-
quiry about transportation or lodgings and receive an almost instant response.
Another example is an office communications system that provides executives
with access to a reservoir of date, called a corporate data base, from their per-
sonal microcomputer work stations.

3. Capacity of storage. Computers are able to store vast amounts of infor-
mation, to organize it, and to retrieve it in ways that are far beyond the capabili-
ties of humans. The amount of data that can be stored on devices such as mag-
netic discs is constantly increasing. All the while, the cost per character of data
stored is decreasing.

4. Speed. The speed, at which computer data processing systems can re-
spond, adds to their value. For example, the travel reservations system men-
tioned above would not be useful if clients had to wait more than a few seconds
for a response. The response required might be a fraction of a second.

Thus, an important objective in the design of computer data processing sys-
tems is to allow computers to do what they do best and to free humans from rou-
tine, error-prone tasks. The most cost-effective computer data processing system.
is the one that does the job effectively and at the least cost. By using computers
in a cost-effective manner, we will be better able to respond to the challenges
and opportunities of our post-industrial, information-d. dent society.

3. Questions:

1. What capabilities should data-processing systems combine when de-
signed?

2. What are the main advantages of computers?

3. What do you know of computers accuracy?

4. What is the function of communication networks?

5. Give ples of a data. jcation network.

6. What do you understand by capacity storage?

7. What other values of computer data processing systems do you know?

8. What is an important objective in the design of computer data processing
systems?

9. What is the most effective computer data processing system?

18



10. What is the best way of responding to the challenges and opportunities
of our post-industriaf society?

4. Reproduce the main points of the text.

TEXT 10

1. Vocabulary:

environment -— cpena; OKpyKeHES; pexuM paboTs

external environment — BHemHss cpexa

human-related — (p3arMO)CBS3AHHE ¢ TeTOBEKOM

h independent — it oT

remote terminal — yZaneHARIA TepMUHAT

reel of magnetic tape — Go6uHA ¢ MArHRTHON NenTol

input-output interface — nuTepdeiic (conpsKeHHe, MECTO CTLIKOBKH) BBO-
a-BBIBOZA

t0 scan — HPOCMATPHBATE; CKAHHPOBATE; Pa3BePTHIBATE

scanner — CKaHep; YCTPOHCTBO ONTHECKOTe CINTHBAHNS

‘bar-code scanner / bar-code reader — ycTpolcTBO CUMTHIBAHIL LITPUX-KOKA

regardless of — HecMOTps Ha; He3aBHCUMO 0T

to match characteristics — coIoCTaBIATE NapaMeTpsl

similarly — mozoGHsIM 06pa3oM; Tak je; aHATOTHIHO

to fall between — majars; IONAZATH B HHTEPBAI MEXIY

card reader — yCTPOACTBO CHMTBIBAHNA THATHI (KAPTHI)

line printer — MOCTPOYHBLL NPHHTED; IPUHTE] MEYATAHNL CTPOKH

Ppage printer — NpUHTEP ¢ TOCTPAHHIHON NEUATHIO

character printer — IPUHTEp ¢ MOCUMBOILHOR NEHATHIO

optical character reader — onTHYeCKOe CIHTHIBAIOINEE YCTPORCTBO TeKCTa

optical mark reader — onTHIeCKOE CIATHIBANOIIEE YCTPOHCTBO 3HAKOB

visual display — BH3yanbHBIH HHIMKATOD

digitizer — ananoro-mu¢posoii npeobpa3zoparens; ckaHep

keyboard input device — KIaBUIIHOE YCTPOHCTBO BBOAA

plotter — rpadonocrponrens

voice recognition and response unit — ycTpoHCTBO pacTIO3HABAHNA rON0CA
 pearupoBaHas

2. Read and translate the text.

INPUT-OUTPUT ENVIRONMENT
Data and instructions must enter the data processing system, and informa-
tion must leave it. These operations are performed by input and output (1/0)
units that link the computer to its external environment.



The I/0 envi may be hi lated or h ind dent. A re-
mote banking terminal is an example of a human-related input envxronment and
a printer is an example of
a devnce that produces output in a human-readable format. An example of a hu-

d input envi is a device that measures wraffic flow. A
reel of magnetlc tape upon which the collected data are stored in binary format
is an example of a human-independent output.

Input-Output Interfaces. Data enter input units in forms that depend upon
the particular device used. For example, data are entered from a keyboard in a
manner similar to typing, and this differs from the way that data are entered by a
bar-code scanner. However, regardiess of the forms in which they receive their
inputs, all input devices must provide a computer with data that are transformed
into the binary codes that the primary memory of the computer is designed to
accept. This transformation is accomplished by units called /O interfaces. Input
interfaces are designed to match the unique physical or electrical characteristics
of input devices to the requirements of the computer system. Similarly, when
output is available, output interfaces must be designed to reverse the process and
to adapt the output to the external environment. These /O interfaces are also
called channels or input-output processors (IOP).

The major differences between devices are the media that they use and the
speed with which they are able to transfer data to or from primary storage.

Input-Output Device Speed. Input-output devices can be classified as high-
speed, medium-speed, and low-speed. The devices are grouped according to
their speed. It should be noted that the high-speed devices are entirely electronic
in their operation or magnetic media that can be moved at high speed. Those
high-speed devices are both input and output devices and are used as secondary
storage. The low-speed devices are those with complex mechanical motion or
operate at the speed of a human operator. The medium-speed devices are those
that fall between — they tend to have mechanical moving parts which are more
complex than the high-speed devices but not as complex as the low-speed.

High-speed devices: magnetic disk; magnetic tape.

Medium-speed devices: card readers; line printers; page printers; computer
output microfilms; magnetic diskette; optical character readers; optical mark
readers; visual displays.

Low-speed devices: bar-code readers; character printers; digitizers; key-
board input devices; plotters; voice recognition and response units.

3. Questions:

1. What is the purpese of input and output devices?

2. What types of input-output devices do you know?

3. Why are data transformed into a binary code while entering the input de-
vice?

4. Give an example of a human independent output.
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5. What is an I/O interface?

6. What are the major differences between the various I/O devices?
7. What types of VO devices tend to be high-speed devices?

8. What types of devices tend to be low-speed devices?

4. What is the main idea of the text?

TEXT 11
1. Vocabulary:
primary / secondary storage — nep: 1/ BTOp!
YCTpOHCTBO

main storage — OCHOBHAS TAMATE; ONEPATHUEHOE 3aIIOMHHAOIIEE YCTPOH-
CTBO
internal storage ~— BRyTpeHHee 3Y

— 55 HOPSIOK
mtermedlate results — TPOMEXKYTOHHEIS PE3y TBTATSL
0ongoing process — DPOXOIL fi(~cx), i mponece

similarity — cxomcTBO; HOKOOHE

to retain — COXpaHsTh; yACPKHBATh

to locate — pasMermaTs(cs); pacmonarats(cs)

value — 3HayeHNe, BETHIHAA; SHAYUMOCTD, IEHHOCT; OLICHKA
binary digit — ABOWHEA uacbpa, JIBOHMYHEIR aHaK

adjacent —
strings of ch — '3

2. Read and translate the text.

STORAGE UNITS

Computer system architecture is organized around the primary storage unit
because all data and instructions used by the computer system must pass through
primary storage. Our discussion of computer system units will begin with the
functions of the primary and secondary storage units. This leads to the examina-
tion of the central processing unit and from there to the consideration of the in-
put and output units. Therefore, the sequence in which we'll describe the func-
tional units of a digital computer is: 1) storage units, primary and secondary; 2)
central processing unit; 3) input and output units.

As you know, there are primary and secondary storage units. Both contain
data and the instructions for processing the data. Data as well as instructions”
must flow into and out of primary storage.
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Primary storage is also called main storage or internal storage. The specific
functions of internal storage are to hold (store): 1) all data to be processed; 2) in-
termediate results of processing; 3) final results of processing; 4) all the instructions
required for ongoing process. Another name for primary storage is memory, be-
cause of its similarity to a function of the human brain. However, computer storage
differs from human memory in important respects. Computer memory must be able
10 retain very large numbers of symbol combinations, without forgetting or chang-
ing any details. It must be able to locate all its contents quickly upon demand. The
combinations of characters, that is, the letters, numbers, and special symbols by
which we usually communicate, are coded. The codes used by computer designers
are based upon a number system that has only two possible values, ¢ and 1. A
number system with only two digits, 0 and 1, is called a binary number system.
Each binary digit is called a bit, from Blnary digiT. As the mformatmn capacity of
a single bit is limited to 2 al ives, codes used by comp d are based
upon combinations of bits. These combinations are called binary codes. The most
common binary codes are 8-bit codes because an 8-bit code provides for 2/8, or
256 unique combinations of I's and O's, and this is more than adequate to represent
ail of the characters by which we communicate.

Data in the form of coded characters are stored in adjacent storage loca-
tions in main memory in two principal ways: 1) as "strings" of characters — in
bytes; and 2) within fixed-size "boxes" — in words. A fixed number of consecu-
tive bits that represent a character is called a byte. The most common byte size is
8-bit byte. Words are usually 1 or more bytes in length.

Secondary storage. Primary storage is expensive because each bit is repre-
sented by a high-speed device, such as a semiconductor. A miltion bytes (that is,
8 million bits) is a large amount of primary storage. Often it is necessary to store
many millions, sometimes billions, of bytes of data. Therefore slower, less ex-
pensive storage units are available for computer systems. These units are called
secondary storage. Data are stored in them in the same binary codes as in main
storage and are made available to main storage as needed.

3. Questions:

1. What are the functional units of a digital computer?
2. What units make up the central processing unit?

3. How is computer system organized?

4. What are the two main types of storage units?

5. What do they contain?

6. What is the function of a primary storage?

7. Why is primary storage often called memory?

8. In what respect does computer memory differ from human memory?
9. What are codes based on?

10. What is secondary storage and what is it used for?
4. Sum up the contents of the fext.
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TEXT 12

1. Vocabulary:

large-scale — Gombmoii; KpynHOMACIITaGHRIE

flip-flop — Tpurrep

circuit — Ueins; KOHTYp; cxeMa

to employ — HCIOIB30BATE; YIOTPeGIATS; IPUMEHSTE

logic gates — sorudeckui SMEMeHT, CXeMa MPOIYCKAHMA (CHTHAIOB);
TPOXOX

feasible — BO3MOKHBIH; BLITOMHAMEIH; OCYIIeCTEHMBIL

to interpret orders — HHTePIPETHPOBATS, ACTONKOBEIBATE KOMAHE!

o operate switches — NpUBORHTS B EHCTBUE NepPEKIOYaTENH

to convey — niepenaBaTh; coobMIaTh

in response to — B OTBET Ha

correct operand — HyXHHI Oleparn

original input data — ucxoaHas BBOAUMAN RHGOPMALIHA

to proceed — NPOROIDKATH(CA); BOSOGHOBILLTH(CH); HelCTBOBATE

room — (cBoGoHOE) MECTO; CBOGOAHAA [IAMATD

2. Read and translate the text.

SOME FEATURES OF A DIGITAL COMPUTER
Tt should be noticed that even in a large-scale digital system, such as in a
, or in a dat: 3 control or digital ication system,
there are only a few basic operations which must be performed. These opera-
tions may be operated many times. The four circuits most commenly employed
in such systems are known as the OR, AND, NOT and FLIP-FLOP. They are
called logic gates or circuits.

An electronic digital computer is a system which processes and stores very
large amount of data and which solves scientific problems of numerical compu-
tations of such complexity and with such speed that solution by human calcula-
tion is not feasible. So the computer as a system can perform numerical com-
putations and follow instructions with extreme speed but it cannot program it-
self,

‘We know that the numbers and the instructions which form the program, the
computer is to follow, are stored in an essential part of the computer cailed the
memory. The second important unit of the computer is the control whose function
is to interpret orders. The control must convert the command into an appropriate set
of voltages to operate switches and carry out the instructions conveyed by the or-
der. The third basic element of a computer is the arithmetic device, which contains
the circuits performing the arithmetic putati addition, sut ion, etc. The
control and arithmetic components are cailed the central processor. Finally a com-
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puter requires appropriate input-output devices for inserting numbers and orders
into the memory and for reading the final resuit.

Suppose a command to perform an addition or division has been transmit-
ted to the central processor. In response to this order the control must select the
correct operands from the memory, transmit them to the arithmetic unit and re-
tumn to the memory the result of the computation. The memory serves for storing
not only the original input data, but also the partial results which will have to be
used again as the computation proceeds.

Lastly, if the computation doesn't stop with the execution of this instruction
and the storage of the partial result, the control unit must automatically pass on
to the next instruction. The connection of the control unit back to the input per-
mits insertion of more data when there is reom in the memory.

3. Questions:

1. What are the most commonly used circuits in any computer?

2. How are they calied?

3. What kind of a system is a digital computer?

4. Is there anything that a computer cannot do itself? What is it?

5. Where are the instructions and digits stored?

6. What is the function of the control?

7. What does the arithmetic device serve for?

8. What components form the central processor?

9. What other devices in addition to the above-mentioned ones does a com-
puter require?

10. How are ions performed in a

4. Give a brief summary of the text,

TEXT 13

1. Vocabulary:

equation — ypaBHeRHE, IPHPABHUBAHHE

list of instructions — nepeuexs KOMaHA

to guard — saiumats; npenoxpaﬂns 3aBEPILATE; 3aKAHIMBATh

appropriate seq (1peby ) TeTbHOCTh
program logic — norayeckas B npo-
rpamMmsl

flowchart — G0K-cXeMa; COCTABIATh OHOK-CXeMy
flowcharting — nmocTpoeHne GIOK-CXEMBI

pictorial representation — HaIJIsAHOE NPENCTABICHUE
predefined symbols — 3apanee 3a/1aHHbIe CHMBONEI

specifics — clienManBHbIe YePTLL; XapaKTepHble 0COGEHHOCTH
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emplate — ma6nox~x Macka; ofpazel; 3TanoH
[CEB,

burden ~— M3IEPHKKH; 3aTPATEl

programming rules — npasITa NPOrPaMMHpPOBALHAS

to consume — MoOTPeGIIATE; PACKOAOBATH

to emphasize — BBIIRIATE; HOJUEPKABATS

top-down app t K

looping logic ~— morugeckas cxema BLmom-leHHﬂ (onepaunﬁ) B HHKIE

[porpaMma

2. Read and translate the text.

COMPUTER PROGRAMMING
Programming is the process of preparing a set of coded instructions which
enables the computer to solve specific problems or to perform specific functions.
The essence of ing is the ding of the program for the
computer by means of algoryﬂlms The thing is that any pmblem is expressed in
mathematical terms, it contains formulae, equations and calculations. But the

p cannot ip formulae, equations and i Any problem
must be specially p d for the p o und: d it, that is — coded
or programmed.

The phase in which the system's computer programs are written is called
the development phase. The programs are lists of instructions that will be fol-
lowed by the control unit of the central processing unit (CPU). The instructions
of the program must be complete and in the appropriate sequence, or else the
wrong answers will result. To guard against these errors in logic and to docu-
ment the program’s logical approach, logic plans should be developed.

There are two corunon techniques for planning the logic of a program. The
first technique is flowcharting. A flowchart is a plan in the form of a graphic or
pictorial representation that uses predefined symbols to illustrate the program
logic. It is, therefore, a "picture” of the logical steps to be performed by the
computer. Each of the predefined symbol shapes stands for a general operation.
The symbol shape communicates the nature of the general operation, and the
specifics are written within the symbol. A plastic or metal guide called a tem-
plate is used to make drawing the symbols easier.

The second technique for planning program logic is called pseudocode.
Pseudocode is an imitation of actual program instructions. It allows a program-
like structure without the burden of programmmg rules to follow. Pseudocode is
less ti ing for the profe than is flowcharting. It
also emphasizes a top-down approach to | program structure. Pseudocode has
three basic structures: sequence, decision, and looping logic. With these three
structures, any required logic can be expressed.
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3. Questions:

1. What is programming?

2. What is the essence of programming?

3. What should be done with the problem before processing by the computer?
4. What is a program?

5. What are instructions?

6. What are the main techniques for planning the program togic?
7. What is a flowchart?

8. What is a template and what is it used for?

9. What do you understand by "pseudocode"?

10. What are the basic structures of pseudocode?

4. Give a brief summary of the text.

TEXT 14
1. Vocabulary:
programming | — A3BIK IPOTP p
coded form — p i Bug; p p NeHn

to convey — nepegasaTs; coo6IIaTE
to improve — yIydIuaTh, COBEPIEHCTBOBETE
hi iented 1 — T A3BIK

business-oriented language — 351k 15 (NPOrPAMMHUPOBAHIS) SKOHOMH-
YeCKUX 3ana4

problem-oriented I — OPHEeHTHP

string of binary — c¢Tpoka ABOMYHOrO MPENCTABNEHUL

data handling — 06paGoTxa, nasusk; paboTa ¢ JAHHEME

field-name length — annaa nMern noua

incorporate features — BIULOYATh CBONCTBA, OCOGCHHOCTH

versatile — mMuorod; i} # i

generous — GONBLION, 3HAYATENLHLIH (0 KONMYECTBE)

mathematical relationship — HecKat CBA3b (COOT

generous — GONBINOH, 3HAYHTENBHBIN (0 KOTHHECTRE)

mathematical relationship — maremarayeckas cBA3b (COOTHOMEHUE)

B S3BIK

2. Read and translate the text.

THE MOST COMMON PROGRAMMING LANGUAGES
Let's assume that we bave studied the problem, designed a logical plan (our
flowchart or pseudocode), and are now ready to write the program instructions.
The process of writing program instructions is called coding. The instructions
will be written on a form called a coding form. The instructions we write will be
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recorded in a machine-readable form using a keypunch, key-to-tape, or key-to-
disk, or entered directly into comput/er memory through a terminal keyboard.

The p cannot und written in just any old way.
The instructions must be wntten according to a set of rules. These rules are the

ofa k Ap 1 must convey
the logical steps of the program plan in such a way thai the control unit of the
CPU can interpret and follow the i i Programming 1 have im-
proved throughout the years, just as P has impy d. They
have p d from hine- oriented | that use strings of binary Is
and Os to probl riented | that use h ical and/or

English terms.

There are over 200 problem-oriented languages. The most common of them
are COBOL, FORTRAN, PL/I, RPG, BASIC, PASCAL.

COBOL

COBOL was the most widely used business-oriented programming lan-
guage. Its name is an acronym for Common Aisi-ness-Oriented fanguage. CO-
BOL was designed to solve problems that are oriented toward data handling and
input-output operations. Of course, COBOL can perform arithmetic operations
as well, but its greatest flexibility is in data handlmg COBOL also was designed
as a self-d 1 Self-d ing 1 are those that do
not require a great deal of explanation in order to be understood by someone
reading the program instructions. The self-documenting aspect of COBOL is
made possible by its sentencelike structure and the very generous maximum
symbolic field-name length of 30 characters. With a field-namé length of up to
30 characters, the name can clearly identify the field and its purpose.

FORTRAN IV

The FORTRAN 1V language is oriented toward solving problems of a
mathematical nature. The name FORTRAN comes from the combination of the
words formula translation. The version of FORTRAN IV has been designed as

Igebra-based pra ing | Any formula or those mathematical rela-

hips that can be exp d algebraically can easily be expressed as a FOR-
TRAN instruction, FORTRAN is the most commonly used language for scien-
tific applications.

PLA stands for programming language L. It was designed as a general-purpose
language incorporating features similar to COBOL for data handling instructions
and features similar to FORTRAN for mathematical instructions. PL/T is much
more than a combination of the good features of both COBOL and FORTRAN, as
it has many capabilities that are unique. Yet, although PL/I is one of the most ver-
satile and the most powerful of the programming languages, it is not the most
commonly used. COBOL and FORTRAN have been available for a longer period
of time than PL/I, and many more users work with those languages.
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3. Questions:

1. What is the process of writing instructions called?
2. What is a code?

3. How must instructions be written?

4. What is the dation of any ing I 7
5. How was the devel of p ing 1
throughout the years?

6. What are the most common problem-oriented languages?
7. What is COBOL?

8. What functions was COBOL designed for?

9. What does FORTRAN serve for?

10. What capabilities has PL/I?

4. Sum up the contents of the text.
TEXT 15

1. Vocabulary:
word processing — o6paGoTka TexcTa
telephone dialing — Ha6op Homepa Tenedona
security — §e30MaCHOCTR; OXpaHa
appliance — ycrpoicrso; npubop
N0 SKCI.

application software — NpuKiIaHEle MPOrpaMMEL
to delete — yAanaTs; CTUPATH; OIHUIIATE TAMITE
1o move paragraphs around — MeHATb MecTamu ab3amsr
accountant — Gyxranrep
accounting — GyxranTepckuii yuer
income tax — MOJOXOZHEIH Hamor
stock market forecasting — GupKeBble IPOTHO3H
worksheet — snekrponuas Tabmana

heduling — )¢ rpaduka
computer-assisted instructions — komMIBlOTEpHEIe KOMABR
to meet the demands — ynoBeTBopaTs MOTPEOHOCTH
record keeping — peructpamus; BefeHme sanncei
grading — ouenupanue; KnaccHpHKAUT

2. Read and translate the text.

APPLICATION OF PERSONAL COMPUTERS
Personal computers have a lot of applications, however, there are some ma-
jor categories of applications: home and hobby, word processing, professional,
educational, small business and engineering and scientific.
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Home and hobby. Personal computers enjoy great popularity among ex-
perimenters and hobbyists. They are an exciting hobby. All hobbyists need not
be engineers or programmers, There are many games that use the full capabili-
ties of a computer to provide many hours of exciting leisure-time adventure.

The list of other home and hobby applications of PCs is almost endless, in-
cluding: checking account management, budgeting, personal finance, planning,
investment analyses, telephone answering and dialing, home security, home en-
vironment and climate control, appliance control, calendar management, main-
tenance of address and mailing lists and what not.

Word processing. At home or at work, applications software, called a word
processing program, enables you to correct or modify any document in any
manner you wish before printing it. Using the CRT monitor as a display screen,
you are able to view what you have typed to correct mistakes in spelling or
grammar, add or delete sentences, move paragraphs around, and replace words.
The letter or document can be stored on a diskette for future use.

Professional. The category of professional includes persons making exten-
sive use of word processing, whose occupations are particularly suited to the
desk- top use of PCs. Examples of other occupations are accountants, financial
advisors, stock brokers, tax 1l lawyers, archi educators
and alt levels of managers. Applications programs that are popular with persons
in these occupations include accounting, income tax preparation, statistical
analysis, graphics, stock market forecasting and computer modeling. The elec-
tronic worksheet is, by far, the computer modeling program most widely used by
professionals. It can be used for scheduling, planning, and the examwination of
"what if" situations.

Educational. Personal computers are having and will continue to have a
profound influence upon the classroom, affecting both the learner and the
teacher. Microcomputers are making their way into classrooms to an ever-
increasing extent, giving impetus to the design of programmed learning materi-
als that can meet the demands of student and teacher.

Two important types of uses for personal computers in education are com-
puter-managed instruction (CMI), and computer-assisted instruction (CAT).
CMI software is used to assist the instructor in the management of all class-
room-related activities, such as record keeping, work assignments, testing, and
grading. Applications of CAI include mathematics, reading, typing, computer
literacy, programming languages, and simulations of real-world situations.

3. Questions:

1. What are the main spheres of PC application?

2. Do you enjoy computer games?

3.1Is it necessary for a person to be an analyst or a programmer to play
computer games?
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4. What other home and hobby applications, except computer games, can
you name?

5. What is "a word processing program"?

6. What possibilities can it give you?

7. Can you correct mistakes while typing any material and how?

8. What other changes in the typed text can you make using a display?

9. Which professions are in great need of computers?

10. How can computers be used in education?

4. Reproduce the main points of the text.
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